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ABSTRACT
To match the blooming demand of generative AI workloads,
GPU designers have so far been trying to pack more and
more compute and memory into single complex and expen-
sive packages. However, there is growing uncertainty about
the scalability of individual GPUs and thus AI clusters, as
state-of-the-art GPUs are already displaying packaging, yield,
and cooling limitations. We propose to rethink the design
and scaling of AI clusters through efficiently-connected large
clusters of Lite-GPU s, GPUs with single, small dies and a
fraction of the capabilities of larger GPUs. We think recent
advances in co-packaged optics can enable distributing AI
workloads onto many Lite-GPUs through high bandwidth
and efficient communication. In this paper, we present the
key benefits of Lite-GPUs onmanufacturing cost, blast radius,
yield, and power efficiency; and discuss systems opportuni-
ties and challenges around resource, workload, memory, and
network management.
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1 INTRODUCTION
Demand for AI is growing and expensive to support [34].
These challenges are expected to only get harder as the diver-
sity, complexity, and scale of AI models are growing, making
it crucial for AI service providers to build powerful and effi-
cient AI infrastructure [2]. However, scalingAI infrastructure
is encountering significant obstacles [37]. We have already

∗equal contribution, {burcucanakci,junyili,xingbowu}@microsoft.com.

This work is licensed under a Creative Commons Attribution-
NonCommercial-NoDerivatives 4.0 International License.
HOTOS ’25, May 14–16, 2025, Banff, AB, Canada
© 2025 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1475-7/2025/05
https://doi.org/10.1145/3713082.3730390

Figure 1: Evolution of GPUs in AI clusters.

reached the limit on how big a compute die can get, leading
GPU designers to focus on advanced packaging technologies
to pack more transistors into the same package (Figure 1).
Nevertheless, scaling an individual GPU package is becoming
less and less sustainable for manufacturing due to multiple
reasons, including power [55], cooling [21], yield [19, 53],
packaging costs [51], and failure blast radius [26]. For in-
stance, the latest generation of NVIDIA GPUs is facing de-
ployment delays due to packaging and cooling issues [18, 52].

We observe that there is an exciting alternative approach
to scaling AI clusters.What if we replace large, powerful GPU
packages with highly-connected clusters of Lite-GPUs, that
each have only a single, smaller compute die and fractional per-
formance? Smaller GPUs present many promising hardware
characteristics: they have much lower cost for fabrication
and packaging, higher bandwidth to compute ratios, lower
power density, and lighter cooling requirements. In addition,
they can also unlock desirable systems opportunities such as
improved fault-tolerance and finer-grained, flexible resource
allocation.
To date, distributing AI workloads to large number of

GPUs has been challenging due to the data flow demand-
ing very high-bandwidth communication across GPUs [61].
Nevertheless, driven by recent advances in co-packaged op-
tics, in the next decade, we expect off-package communica-
tion bandwidth to improve by 1–2 orders of magnitude with
much better reach (10s of meters), compared to copper-based
communication [35, 50, 62]. Co-packaged optics integrates
electronic and optical components within millimeters, com-
pared to current pluggable optics, cutting signalling distance
and yielding better power efficiency. While there are open
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questions and active research on utilizing co-packaged op-
tics, we think that it has the potential to disrupt the trade-off
space around designing AI infrastructure. Notably, in the
most recent GPU Technology Conference (GTC), NVIDIA
highlighted their advancements in co-packaged optics in
their effort to massively scale AI infrastructure with much
improved power efficiency [38].We think co-packaged optics
can enable Lite-GPUs that are equippedwith high-bandwidth
and energy-efficient optical interconnects, to communicate
with many far-off Lite-GPUs at petabit per second band-
widths [35, 50].

In this paper, we look at AI infrastructure through the
lens of Lite-GPUs. Though we give an overview of recent
hardware trends and of the key hardware benefits of Lite-
GPUs, we focus mainly on the systems opportunities and
challenges that would arise as we include Lite-GPUs in AI
infrastructure. We discuss how Lite-GPUs could be beneficial
in improving resource customization, resource utilization,
power management, performance efficiency, and failure blast
radii in an AI cluster. In addition, as an initial assessment,
we do a performance analysis of a Lite-GPU cluster using
popular large language model (LLM) inference workloads.
We show that Lite-GPUs have the potential to match or
achieve better performance compared to existing GPUs, as
they exploit hardware potentials offered by increased total
shoreline bandwidth per compute and reduced power density.
These benefits can not be realized for free: we identify key
research problems around building a cheap and efficient
network, co-designing the AI software stack, and data-center
management.

2 THE LITE-GPU
In recent years, state-of-the-art data-center GPUs have been
increasing compute FLOPS, memory bandwidth, and net-
work bandwidth to support growing AI workloads. As we
have already reached the limit of what can be done with a
single die [28], improvements have relied on advanced pack-
aging efforts to pack more transistors into the same GPU.
For example, most recently, NVIDIA has featured a multi-
die GPU design, using high-bandwidth die-to-die interfaces
to bind two dies in its Blackwell GPU platform [55]. Alter-
natively, AMD has proposed chiplets, breaking up mono-
lithic silicon into smaller specialized chips, co-packaged to-
gether through 3D stacking [29]. While these techniques
have succeeded in improving GPU performance for their
generation, there is not a clear path to scaling them further,
and in fact, such complex GPU designs are already leading
to several difficulties such as maintaining high yield rates,
managing high power consumption, and applying efficient
cooling [19, 21, 51, 53]. Additionally, as the die gets larger,
its area increases faster than its perimeter (“shoreline”) that

Figure 2: An example Lite-GPU deployment. Each NVIDIA
H100 GPU is replaced with four Lite-GPUs, featuring better
hardware yield and higher bandwidth-to-compute.

determines the bandwidth it can utilize. This leads to GPUs
with high compute-to-bandwidth ratios, which is not always
the best fit for AI workloads and results in compute under-
utilization [4].
Through Lite-GPUs, we propose an alternative way of

scaling AI clusters: with smaller but more GPUs connected
through a performant and scalable network, realized through
co-packaged optics. A Lite-GPU features a single compute-
die GPU package where the die area is much smaller than
that of state-of-the-art, leading to several hardware benefits.
Figure 2 gives an example of a Lite-GPU system where each
NVIDIA H100 GPU is replaced with four Lite-GPUs. In this
paper, we mainly use this example while discussing potential
benefits of Lite-GPUs in AI clusters.
First, as the die area is smaller per GPU, Lite-GPUs have

largely reduced cost of manufacturing due to higher hard-
ware yield rates. For example, the yield rate can be increased
by 1.8× when a H100-like compute die area is reduced by
1/4𝑡ℎ , corresponding to almost 50% reduction in manufac-
turing cost [36].

Second, reducing the compute die area increases the shore-
line to die ratio. For example, reducing the die area to 1/4𝑡ℎ
doubles the perimeter exposed to the four dies, yielding a
cluster with 2× the bandwidth-to-compute ratio. Although
a fraction of the extra bandwidth may be required for ad-
ditional networking, we show later in our case-study that
Lite-GPUs can achieve higher performance efficiency for
I/O-bound workloads, such as parts of LLM inference.

Third, smaller packages also greatly reduce complexity of
cooling. Today’s cutting-edge GPUs already throttle compute
frequency to avoid overheating [12, 20]. Smaller single-die
GPUs can be air-cooled separately and even sustain higher
clock frequencies without requiring advanced cooling.

Overall, we expect the cost of Lite-GPUs to be substantially
lower due to better hardware yield and lower packaging costs.
While the cost of networking should increase, we expect the
net gains to be positive as the networking costs are only a
small fraction compared to the GPU costs today. Addition-
ally, there are many active efforts to scale networking costs
sublinearly with network size using circuit switching [6, 24],
which would allow for even larger Lite-GPU clusters.
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3 SYSTEMS OPPORTUNITIES
Consider a cluster of NVIDIA H100 GPUs, which is the most
frequently deployed GPU in AI clusters today. Each H100
GPU can be replaced with a number of Lite-H100 GPUs, each
Lite-GPU having a fraction of its compute and memory ca-
pabilities. Depending on how the Lite-GPUs are customized,
compared to the original cluster, the cluster with Lite-GPUs
can feature equivalent or better compute, memory, and cost
characteristics.
While scaling out AI clusters using today’s GPUs with

co-packaged optics is an option, as highlighted in the previ-
ous section, Lite-GPUs offer many hardware benefits over
current GPUs. So in this paper, we focus on utilizing Lite-
GPUs as they have potential to unlock the path towards
more efficient and scalable AI clusters. Nevertheless, some
key systems research questions should be addressed so that
we can realize the Lite-GPU disruption.
Scale of distribution Some of the research questions around
using Lite-GPUs are not new or unique, but potentially am-
plified. For example, Lite-GPUs would result in more dis-
tributed systems in the datacenter, e.g., small models pre-
viously served by a single GPU are now distributed over
multiple Lite-GPUs. For larger models that already require
multiple GPUs, the number of devices would be multiplied.
These can potentially amplify issues such as synchronization
and straggling GPUs.
AI clusters come at different scales for training and in-

ference, with training clusters being orders-of-magnitude
larger, e.g., 16,000 vs 8 GPUs for Llama 3.1 405B [16, 31]. An
inference cluster with Lite-GPUs at the reduction ratios we
discussed in Section 2 is unlikely to have more components
than a training cluster today and would be easier to realize
without heavy innovation in distributing models. In general,
building efficient distributed ML training and inference plat-
forms is an active research area and such approaches would
also benefit clusters with Lite-GPUs [5, 14, 25, 44].
Finer-granularity of resource management With Lite-
GPUs, we can allocate and access smaller units of compute
and memory, leading to greater flexibility in managing an
AI cluster.

For example, consider power management. A GPU’s com-
pute clock frequency can be dynamically tuned to lower
power consumption during idle periods or to match strag-
glers [9, 42]. However, the granularity of down-clocking is on
all Streaming Multiprocessors (SMs). SMs are processors de-
signed for efficient parallel processing and each GPU consists
of multiple SMs, similar to cores in a CPU. Down-clocking
all SMs of a large GPU can lead to wasted resources or sub-
optimal performance. In a Lite-GPU cluster, we can control
down-clocking at finer granularity to achieve better power

efficiency, akin to down-clocking only a portion of SMs in a
larger GPU.

Conversely, we can over-clock Lite-GPUs to achieve higher
performance while serving peak workloads, since smaller die
areas allow for easier cooling and higher clock frequencies.
Alternatively, more Lite-GPUs can be utilized to satisfy the
peak load, but with the additional power overhead due to in-
creased networking. Detailed analysis on workload patterns
and power modelling can help us determine the most power-
efficient approach for serving typical and peak workloads
with Lite-GPUs.

Another example of resource management is around GPU
configuration. Note that today, AI clusters with heteroge-
neous GPUs are already used to serve requests as power-
efficiently as possible, e.g., by deploying different phases
of transformer inference on different GPU hardware [40].
We can customize and deploy Lite-GPUs for different pro-
files of AI workloads, similar to Splitwise, but at much finer
scale, e.g., racks of custom Lite-GPUs as opposed to clus-
ters of custom racks. Also, Lite-GPUs can allow for both
easier over-clocking and higher bandwidth-to-compute ra-
tios, potentially achieving higher performance efficiency at
cluster-scale [41, 47].
Third, these smaller GPU units may assist future AI as a

service offerings. The ability to allocate small customizable
Lite-GPU clusters per customer, that are separated physically
and provide isolation and security, can be quite powerful.
Workloadmanagement Careful workload parallelisation,
deployment, and scheduling is a must in order to obtain the
benefits of Lite-GPUs and to mask their overheads.
Most importantly, with Lite-GPUs, we move previously

in-silicon traffic to an optical network, potentially inducing
additional latency and network load. There are workloads that
would be challenging to distribute further using Lite-GPUs,
such asworkloads that introduce randomness and congestion
to the network traffic. Nevertheless, with AI workloads, there
are several techniques we can use.
First, AI workloads are highly predictable and pipelined

so extra latency can be masked through pre-fetching [15]. In
fact, since Lite-GPUs can feature a highermemory bandwidth-
to-compute ratio, they may even allow for reduced request-
level latency in AI workloads, as less batching may be re-
quired to improve compute utilization.
Second, large ML models today are already distributed

over many GPUs and communicate through highly efficient
collectives to minimize the amount of data exchanged, e.g.,
through tensor parallelism while calculating matrix-matrix
multiplications. One can increase the level of tensor paral-
lelism on a deployment of Lite-GPUs to minimize the end-
to-end latency.
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Fault-tolerance Reducing the size of the GPU naturally
reduces the blast radius should a GPU fail due to excessive
temperatures, dust or debris, or transistor faults; leading
to higher available FLOPS, memory capacity, and memory
bandwidth at any time.

To maximize the benefit from smaller blast radii, building
a robust and efficient software stack is crucial. Note that
today’s large-scale inference pipelines already impose larger
blast radii than the hardware-imposed blast radii: if one GPU
out of a group of GPUs serving a model instance fails, the
entire instance is taken offline [24]. Active work on resolv-
ing this issue can also help with Lite-GPU clusters [33, 48].
One approach to dealing with such rigid, software-imposed
GPU configurations is to include hot spares, spare GPUs that
can be activated to serve a model instance while recovering
from a failure. Lite-GPUs can suit this approach particularly
well as a cluster of Lite-GPUs are larger with each additional
Lite-GPU being smaller and cheaper. This reduces the pro-
portional overhead of including spare Lite-GPUs, though
we still need a strategy for how to best utilize them during
normal operation.

In general, Lite-GPUs can help improve fault-tolerance of
AI infrastructure. Nevertheless, with Lite-GPUs, the number
of GPUs in the cluster is increased and additional networking
components may be necessary, potentially leading to differ-
ent failure frequencies and profiles. A thorough analysis of
failures and recovery schemes is necessary to ensure that
the reduced blast radius of Lite-GPUs are utilized.
Memory management Each Lite-GPU has only the frac-
tion of the memory capacity of a larger GPU. This can be a
problem for workloads that require high memory capacity
and do not distribute efficiently. So, there are many open
questions about the design of the memory system in a clus-
ter of Lite-GPUs. For instance, do we need memory-sharing
across multiple Lite-GPUs to be an option? What should
shared memory semantics look like, e.g., do we need to oper-
ate with a load/store GPU-to-memory network across Lite-
GPUs to prevent extra HBM usage due to network buffering?
Additionally, in a heavily-accessed shared memory setting,
how can we alleviate the programming and performance
challenges that stem from different tiers of memory?
Another potential approach is to use Lite-GPUs along

with disaggregated memory [30]. Disaggregated memory
can be used to provide a larger memory pool for Lite-GPUs
and to allow for more efficient memory sharing across Lite-
GPUs, though it introduces additional complexity in memory
management. Note that, combined with the finer-granularity
of Lite-GPUs, an AI cluster with Lite-GPUs, co-packaged
optics, and disaggregated memory can enable us to flexibly
adjust the compute-to-memory and compute-to-network
ratios per Lite-GPU in the cluster.

Network management Through Lite-GPUs, communi-
cation previously in-silicon in a large GPU is now on the
Lite-GPU to Lite-GPU network.
Firstly, the total traffic in a cluster and the total power

consumption of the network can be higher. Secondly, in-
silicon traffic assumes very high-bandwidth, low latency, and
energy-efficient communication. Since the performance and
efficiency of communication is degraded outside of silicon,
the parallelization and distribution of the workload must
be co-designed to minimize the impact of this degradation.
Two load/efficiency masking examples (using collectives and
prefetching) are mentioned above. Third, with Lite-GPUs,
the bandwidth and distance required fromGPU-to-GPU links
can be higher. Nevertheless, with optical links, we are looking
towards petabit per second efficient communication across
many racks, which is promising.

With regards to building an efficient, high-bandwidth Lite-
GPU network, we have several options. First, as the traffic
across Lite-GPUs that replace one large GPU is predictable,
we can build a direct-connect topology within that group of
Lite-GPUs and leave the remaining network as is. This is an
approximation to the original network, though it eliminates
the benefits of the smaller blast radius of Lite-GPUs. Alter-
natively, we can consider a (flat or hierarchical) switched
network for the entire Lite-GPU cluster, yielding flexibility
and improved fault-tolerance. Using circuit switching, in
part or cluster-wide, may be crucial to achieve such a net-
work at low cost. Circuit switching presents the following
benefits over packet switching: (i) more than 50% better en-
ergy efficiency, (ii) lower latency, and (iii) more ports at high
bandwidth, which allows for larger and flatter networks [6].
Data-center management With Lite-GPUs, the number
of devices per area is increased, however, the energy per
unit area is decreased. There is active research to handle
data-center management at scale using various automation
techniques which can be applicable to Lite-GPU clusters [22].
Additionally, though the number of devices per rack may
increase, the overall cooling requirements of the rack can be
lighter due to the more efficient cooling of Lite-GPUs com-
bined with co-packaged optics. This can eliminate the need
for liquid cooling racks in the data-center, which comprise a
significant portion of racks, and thus space, in an NVIDIA
B200 cluster [1].

4 CASE STUDY: LLM INFERENCE
In this section, we present a case study of Lite-GPUs in the
context of a trendingAIworkload— LLM inference [56]. LLM
inference involves two distinct phases. The prompt prefill
phase processes input tokens to compute reusable interme-
diate states, i.e., the Key-Value (KV) cache, and generates



Good things come in small packages: Should we build AI clusters with Lite-GPUs? HOTOS ’25, May 14–16, 2025, Banff, AB, Canada

Llama3 70B GPT3 175B Llama3 405B
0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

T
ok

en
s/

s/
S

M

H100 Lite Lite+NetBW Lite+NetBW+FLOPS

(a) Prompt prefill. All configurations perform similarly. As the
model sizes grow, the “Lite” cluster underperforms due to in-
creased collectives causing network bottlenecks. Increasing the
network bandwidth compensates the increased network demand,
overclocking improves performance further as prefill workloads
are compute-bound.
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(b) Decode. As model sizes and thus the number of required GPUs
grow, the “Lite” cluster underperforms due to increased memory access
intensities. The degradation is worse with GPT-3 due to it having more
KV-heads resulting in proportionally longer memory-bound stages. As
Lite-GPUs utilize their available shoreline formorememory bandwidth,
performance improves and exceeds the current H100 cluster.

Figure 3: Results of the roofline modeling of H100 and Lite-H100 clusters. Note that Lite-H100 is already expected to be
cheaper to manufacture, so we expect comparable performance to suffice.

the first new token. The prefill phase is usually highly par-
allelizable and efficient in utilizing the compute resources.
The decode phase generates output tokens one at a time,
with each new token building on the entire KV cache and
appending to it. This phase is often memory-bound and less
efficient in compute utilization. In the evaluation, we assume
that different phases can execute on different Lite-GPU clus-
ters [40, 63] to demonstrate the hardware benefits achievable
with Lite-GPUs. With our case study on serving latest gener-
ative AI workloads, we aim to highlight potential advantages
of Lite-GPUs that are modified from today’s leading GPUs.
Methodology andworkload Weuse rooflinemodeling [57]
to capture important hardware and software characteristics
and to model a Lite-GPU cluster running LLM inference.
We model important metrics including FLOPS, memory ac-
cesses, and the network traffic of collectives. The modeling
measures compute stages individually, including projection,
MLP, and fused FlashAttention [43]. Compute, memory I/O,
and network I/O can overlap within each stage and tensor
parallelism is used to distribute execution within each clus-
ter.

NVIDIA H100 is the baseline GPU for comparison [11]. An
H100 cluster consists of one to eight H100 GPUs. Each H100
includes 132 SMs. The Lite-GPU is modeled based on H100
by reducing its capabilities to 1/4 of the original, denoted
as “Lite” in Table 1. Accordingly, a Lite-H100 cluster can
consist of one to 32 Lite-GPUs, to match the total maximum
number of SMs of the H100 cluster. Recall that for Lite-H100,
we expect that bandwidth-to-compute can increase to 2×
of H100 and that it can deliver higher sustainable FLOPS
due to improved cooling efficiency. To explore how these
hardware improvements can impact performance, we further

Table 1: GPU configurations
GPU type TFLOPS Cap. Mem BW Net BW #Max

GB GB/s GB/s GPUs
H100 2000 80 3352 450 8
Lite 500 20 838 112.5 32

Lite+NetBW 500 20 838 225 32
Lite+NetBW+FLOPS 550 20 419 225 32

Lite+MemBW 500 20 1675 112.5 32
Lite+MemBW+NetBW 500 20 1675 225 32

define customized Lite-GPUs for comparison, as denoted and
summarized in Table 1, with changed parameters highlighted
in blue and red.
We evaluate performance with three LLM models with

different sizes and structures: Llama3-70B, GPT3-175B, and
Llama3-405B [7, 32]. We define the search criteria based
on Splitwise’s latency requirements, with TTFT (time-to-
first-token) ≤ 1s and TBT (time-between-tokens) ≤ 50ms
constraints [40]. We set a constant prompt sequence length
of 1500 tokens, the reported median size in a production
workload for coding [40]. The search sweeps all possible
batch sizes and number of GPUs for each GPU type. Then,
since different GPU types have different hardware capabil-
ities, we normalize the throughput for each configuration
using the number of SMs in that configuration. The result-
ing metric, throughput per SM (tokens/s/SM), represents the
performance efficiency of that configuration. For each GPU
type, we plot the configuration with the highest through-
put per SM. Note that while we sweep up to the maximum
number of GPUs per cluster as defined in Table 1, the search
may return that running a model with less GPUs than the
maximum yields better throughput per SM.
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Results The results are summarized in Figure 3. With this
study, we show that while the basic Lite-GPU with no ad-
ditional networking support could face performance limita-
tions, a Lite-GPU cluster can be customized to match or im-
prove on the performance of a typical H100 cluster. Note that
this is in addition to the hardware and systems advantages of
Lite-GPUs described in previous sections. Additionally, note
that customized and improved Lite-GPUs need not consume
more energy at the cluster level, as, e.g., they can trade-off
FLOPS for bandwidth.

In terms of performance per $-cost, which is the primary
metric for cloud operators, we expect the cost per comparable
deployments to decrease with Lite-GPU, due to the improve-
ments in the manufacturing cost of GPUs. In this case, even
matching performance of today’s clusters may lead to suf-
ficient improvement in performance per cost. Nevertheless,
the additional cost of networking needs consideration, and
while it may be initially a fraction of the GPU cost, it can
turn into a bottleneck with increased scale. Further analy-
sis on performance and total cost of operation is vital for
the viability of deploying Lite-GPUs at scale, though it is
out-of-scope for this paper.

5 RELATEDWORK
Running AI workloads on small chips has gained traction
in the past years. For example, Apple has been shipping
Neural Engine in their mobile devices since 2017 [54]. Most
recently, NVIDIA announced DIGITS as a powerful GPU
workstation for engineering AI models prior to deployment
on the cloud [39]. Also from the model design direction,
improving inference for single GPUs has gained significant
research attention [3, 45, 58–60]. While these efforts aim
to maximize AI capabilities on a single device, they do not
address the challenges of scaling demanding AI workloads
in the data-center.

On the other hand, Google’s TPUs are an example of scal-
ing AI workloads across many tensor processors [24]. While
they employ advanced networking technologies for lower
cost and power consumption, performance and flexibility
limitations remain, such as a long reconfiguration periods
and multi-device blast radii, due to which a failure can ren-
der a group of TPUs inactive. TPUs share similar principles
with Lite-GPUs. However, TPUs are specialized and offer
less programming flexibility compared to GPUs. Additionally,
TPUs have also packed more transistors into the same pack-
age across generations and are on a similar path to current
complex GPUs [10, 24].

Alternatively to the scale-out approach of Lite-GPUs, wafer-
scale computing systems aim to pack massive amounts of
compute and communication bandwidth onto single, large
integrated chips [8, 23]. Though these systems benefit from

much increased bandwidth and integration density, they re-
quire complex and advanced packaging techniques, which
can lead to challenges around yield, cost, and power con-
sumption [23].
There is a plethora of work that propose systems solu-

tions for improving the performance [4, 13], energy effi-
ciency [42, 46], parallelism [27, 44], and scheduling [17, 49] of
AI workloads in the data-center. Recently, DeepSeek demon-
strated a variety of optimizations that enable efficient train-
ing and serving of a strong LLM on hardware that are rel-
atively weaker than cutting-edge GPUs [14]. These works
are complementary to the hardware and systems efforts on
delivering cost-effective scaling of AI workloads using Lite-
GPUs.

6 CONCLUSION
We are already facing uncertainty on the amount of com-
pute and memory that can fit into a single GPU package, as
cutting-edge GPUs already display the packaging, cooling,
power- and cost-related challenges of their complex designs.
In this paper, we propose an alternative way of scaling AI
infrastructure: by using Lite-GPUs instead of complex and
expensive large GPUs. Motivated by the yield, power, and
operational benefits of smaller GPU packages, we look at AI
infrastructure within the context of Lite-GPUs. We provide
an overview of key research questions around workload,
memory, and network management. We also present how
Lite-GPUs can improve energy management, performance
efficiency, and fault-tolerance. With this paper, we aim to
start a discussion around Lite-GPUs and their potential to
turn the tide on the many issues we face while building and
operating GPU clusters in the era of generative AI.
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